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Random-Forests-Based Network Intrusion
Detection Systems

Jiong Zhang, Mohammad Zulkernine, and Anwar Haque

Abstract—Prevention of security breaches completely using the
existing security technologies is unrealistic. As a result, intrusion
detection is an important component in network security. How-
ever, many current intrusion detection systems (IDSs) are rule-
based systems, which have limitations to detect novel intrusions.
Moreover, encoding rules is time-consuming and highly depends on
the knowledge of known intrusions. Therefore, we propose new sys-
tematic frameworks that apply a data mining algorithm called ran-
dom forests in misuse, anomaly, and hybrid-network-based IDSs.
In misuse detection, patterns of intrusions are built automatically
by the random forests algorithm over training data. After that,
intrusions are detected by matching network activities against the
patterns. In anomaly detection, novel intrusions are detected by the
outlier detection mechanism of the random forests algorithm. Af-
ter building the patterns of network services by the random forests
algorithm, outliers related to the patterns are determined by the
outlier detection algorithm. The hybrid detection system improves
the detection performance by combining the advantages of the mis-
use and anomaly detection. We evaluate our approaches over the
Knowledge Discovery and Data Mining 1999 (KDD’99) dataset.
The experimental results demonstrate that the performance pro-
vided by the proposed misuse approach is better than the best
KDD’99 result; compared to other reported unsupervised anomaly
detection approaches, our anomaly detection approach achieves
higher detection rate when the false positive rate is low; and the
presented hybrid system can improve the overall performance of
the aforementioned IDSs.

Index Terms—Computer network security, data mining, intru-
sion detection, random forests.

I. INTRODUCTION

W ITH the tremendous growth of network-based services
and sensitive information on networks, network secu-

rity is getting more important than ever. Although a wide range
of security technologies such as information encryption, access
control, and intrusion prevention are used to protect network-
based systems, there are still many undetected intrusions [1].
Given that, intrusion detection systems (IDSs) for automatic
monitoring of network activities for detecting network attacks
play a vital role with respect to network security. There are
two major intrusion detection techniques: misuse detection and

Manuscript received November 20, 2006; revised April 13, 2007, August
22, 2007, and November 8, 2007. This work was supported in part by the Nat-
ural Sciences and Engineering Research Council of Canada, in part by Bell
Canada through Bell University Laboratories, and in part by the Mathematics
of Information Technology and Complex Systems of Canada. This paper was
recommended by Associate Editor S. Rubin.

J. Zhang was with the School of Computing, Queen’s University, Kingston,
ON K7L 3N6, Canada. He is now with TELUS, Toronto, ON M5B 1N9, Canada
(e-mail: John.Zhang2@telus.com).

M. Zulkernine is with the School of Computing, Queen’s University,
Kingston, ON K7L 3N6, Canada (e-mail: mzulker@cs.queensu.ca).

A. Haque is with the Network Planning Division, Bell Canada, Hamilton, ON
L8P 4S6, Canada (e-mail: anwar.haque@bell.ca).

Digital Object Identifier 10.1109/TSMCC.2008.923876

anomaly detection. Misuse detection discovers attacks based on
patterns extracted from known intrusions [9]. Anomaly detec-
tion identifies attacks based on significant deviations from nor-
mal activities [16]. Misuse detection has low false positive rate,
but cannot detect novel attacks. Anomaly detection can detect
unknown attacks, but usually has a high false positive rate. To
combine the advantages of both misuse and anomaly detection,
many hybrid approaches have been proposed [7], [8], [29].

Currently, many IDSs [4] are rule-based systems where the
performances highly rely on the rules identified by security ex-
perts. Since the amount of network traffic is huge, the process of
encoding rules is expensive and slow. Moreover, security people
have to modify the rules or deploy new rules manually using
a specific rule-driven language. To overcome the limitations of
rule-based systems, a number of IDSs employ data mining tech-
niques. Data mining is the analysis of large data sets to discover
understandable patterns or models [18]. Data mining can effi-
ciently extract patterns of intrusions for misuse detection, iden-
tify profiles of normal network activities for anomaly detection,
and build classifiers to detect attacks. Data-mining-based sys-
tems are more flexible and deployable. The security experts only
need to label audit data to indicate intrusions instead of hand-
coding rules for intrusions. This paper proposes new systematic
frameworks that apply a data mining algorithm called random
forests [12] in misuse [32], anomaly [34], and hybrid [33] detec-
tion. The random forests algorithm is an ensemble classification
and regression approach, which is one of the most effective data
mining techniques. The random forests algorithm has been used
extensively in different applications. For instance, it has been
applied to prediction [17], [25] and probability estimation [31].
However, the algorithm has not been applied in automatic intru-
sion detection. In our proposed system, the misuse component
uses the random forests algorithm for the classification in intru-
sion detection, while the anomaly component is based on the
outlier detection mechanism of the algorithm.

One of the challenges in IDSs is feature selection. Many al-
gorithms are sensitive to the number of features. Hence, feature
selection is essential for improving detection rate. The raw data
format of network traffic is not suitable for detection. IDSs must
construct features from raw network traffic data, and it involves
a lot of computation. Thus, feature selection can help reduce
the computational cost for feature construction by reducing the
number of features. However, in many current data-mining-
based IDSs, feature selection is based on domain knowledge or
intuition. We use the feature selection algorithm that can give
estimates of what features are important in the classification.
Another challenge of intrusion detection is imbalanced intru-
sion. Some intrusions such as denial of service (DoS) [23] have
much more connections than others (e.g., user to root). Most

1094-6977/$25.00 © 2008 IEEE

Authorized licensed use limited to: CZECH TECHNICAL UNIVERSITY. Downloaded on September 30, 2009 at 08:17 from IEEE Xplore.  Restrictions apply. 



650 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 38, NO. 5, SEPTEMBER 2008

of the data mining algorithms try to minimize the overall error
rate, but this leads to increasing the error rate of minority intru-
sions. However, in real-world network environments, minority
attacks are more dangerous than majority attacks. In this paper,
we improve the detection performance for minority intrusions.

One of the problems of supervised anomaly intrusion de-
tection approaches [8], [24], [30] is the high dependency on
training data for normal activities. Since training data only con-
tain historical activities, the profile of normal activities can only
include the historical patterns of normal behavior. Therefore,
new activities due to the change in the network environment or
services are considered as deviations from the previously built
profile and are detected as attacks. On the other hand, attack-free
training data are difficult to obtain, since there is no guarantee
that we can prevent all attacks in real-world networks. The IDSs
trained by the data with hidden intrusions usually lose the ability
to detect these kinds of intrusions [28]. To overcome the limita-
tions of supervised anomaly-based systems, a number of IDSs
employ unsupervised approaches [16], [21], [27]. Unsupervised
anomaly detection does not need attack-free training data. It de-
tects attacks by determining unusual activities from data under
two assumptions [21]: the majority of activities are normal and
the unusual activities are outliers that are inconsistent with the
remainder of data set [10]. Thus, outlier detection techniques
can be applied in the unsupervised anomaly detection. Actually,
outlier detection has been used in a number of practical appli-
cations such as credit card fraud detection, voting irregularity
analysis, and severe weather prediction [22]. We propose an ap-
proach to use outlier detection technique in anomaly intrusion
detection. The outlier detection technique is effective to reduce
false positives with a desirable detection rate. For hybrid detec-
tion, we propose a framework to combine misuse and anomaly
detection. Therefore, the hybrid system not only achieves high
performance provided by the misuse detection, but can also
detect novel intrusions.

We carry out the experiments on the Knowledge Discovery
and Data Mining 1999 (KDD’99) dataset and compare our re-
sults with the best results of the KDD’99 contest [14]. We are
aware of the limitations of the KDD’99 datasets that are inherited
from the limitations of the Defence Advanced Research Projects
Agency (DARPA) datasets [38]. However, these are the most
comprehensive and widely used datasets that can be employed
to compare and contrast with other related IDSs. The datasets
also do not require any further time-consuming preprocessing.

The major contributions of this paper are summarized as
follows.

1) Propose new systematic frameworks that employ the ran-
dom forests algorithm for network intrusion detection.
The random forests algorithm has not been applied for
automatic intrusion detection yet.

2) Apply sampling techniques and feature selection algo-
rithm in misuse detection to improve the performance of
the IDS. The sampling techniques increase the detection
rate of minority intrusions. The feature selection technique
improves the overall detection performance.

3) Employ a new service-based unsupervised outlier detec-
tion approach in anomaly detection. By building patterns

of network services, the algorithm determines outliers re-
lated to the built patterns. The proposed approach does not
need attack-free training data that are difficult to obtain in
real-world network environments.

4) Combine misuse detection and anomaly detection. The
combination improves the overall performance of the ear-
lier IDSs.

The rest of the paper is organized as follows. Section II
presents the related work, especially data-mining-based detec-
tion systems. Some other related work has been compared and
contrasted with the proposed systems when the experimental
evaluation of the systems is discussed. Section III presents the
proposed misuse detection system framework and the supportive
experimental evaluation. Similarly, Sections IV and V describe
the anomaly and the hybrid IDSs, respectively, along with the
corresponding experimental results. Finally, Section VI summa-
rizes the paper and outlines the future research plans based on
the limitations of the presented approaches.

II. RELATED WORK

Before we compare and contrast the most related data-
mining-based IDSs with the proposed intrusion detection
frameworks, we discuss some representative misuse, anomaly,
and hybrid IDSs.

In the expert system-based IDS [9], a set of rules are used
to describe intrusions. Audit events are translated into facts that
carry their semantic significance in the expert system. Then, an
inference engine can draw conclusions using these rules and
facts. State transition analysis expresses attacks with a set of
goals and transitions based on state transition diagrams. Any
event that triggers an attack state is detected as an intrusion.
Signature analysis describes attacks using signatures that can
be found in audit trail. Any activity that matches the signatures
is identified as an attack.

Eskin et al. [16] investigate three algorithms for unsuper-
vised anomaly detection: cluster-based estimation, k-nearest
neighbor, and one-class support vector machine (SVM). Other
researchers [21], [27] apply clustering approaches in unsuper-
vised IDSs. Supervised anomaly detection has been studied ex-
tensively such as fuzzy data mining and genetic algorithms [24],
neural networks [11], [26], and SVM [30]. Supervised anomaly
detection uses attack-free training data to build profiles of nor-
mal activities. After that, it uses the deviation from the profiles to
detect intrusions. Statistical methods and expert systems are also
applied in supervised anomaly detection [9]. Statistical meth-
ods build the profiles of user and system normal behavior by a
number of samples. Expert systems describe normal behavior
of users and systems by a set of rules and then apply the rules
to detect anomalous behavior.

The next-generation intrusion detection expert system
(NIDES) [7] is a hybrid IDS. NIDES performs real-time mon-
itoring of user activity on multiple-target systems connected
on a network. It consists of a misuse detection component as
well as an anomaly detection component. The rule-based mis-
use detection component employs expert rules to define known
intrusive activities. The anomaly detection component is based
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on a statistical approach, and it flags activities as attacks if the
activities deviate significantly from the expected behavior. By
combining a statistical component and an expert system com-
ponent, NIDES increases the chances to detect intrusions that
may be missed by a single detection component.

Many data mining approaches have been proposed for intru-
sion detection based on association rules [8], [19], [20], [39].
Audit Data Analysis and Mining (ADAM) [8] is one of the
most widely known projects in the area of data-mining-based
intrusion detection. It is an online-network-based IDS. It can
detect known attacks as well as unknown attacks. ADAM uses
association rules algorithm for intrusion detection. It searches
for all possible frequent associations among the set of given
features, and usually generates many useless rules that cannot
effectively describe the user and system activities. The goal of
the association rules is to gather necessary knowledge about
the nature of audit data. The framework of ADAM has two
phases: a training phase and an online phase. In the training
phase, the attack-free training data are fed to a module that
performs offline association rule discovery. The output of this
module is a rule-based profile of normal activities. After that,
the labeled training data are fed into a classifier builder to train
the classifier. In the online phase, the test data are fed into
the system. With the built profile, the system finds the items
classified as false alarms, attacks, and unknown attacks by the
trained classifier. The unknown attacks are the suspicious items
that cannot be classified as false alarms or attacks.

Mining Audit Data for Automated Models for Intrusion De-
tection (MADAM ID) [19] is another widely discussed data
mining project for intrusion detection. It uses data mining al-
gorithms to compute activity patterns from system audit data
and extracts predictive features from the patterns. It is an offline
IDS to produce anomaly and misuse intrusion models. Associ-
ation rules are used to find intra-audit record patterns, and the
frequent episodes algorithm is used to find inter-audit record
patterns. However, MADAM ID heavily relies on intrusion de-
tection expert knowledge. Expert knowledge is not only used to
prune the number of rules produced by association and frequent
episode mining, but also used to construct features.

Java Agents for Metalearning (JAM) [20] is a distributed,
scalable, and portable agent-based data mining system. The
main target of JAM is fraud and intrusion detection in financial
information systems. Metalearning is one of the key techniques
to combine and integrate separately learned classifiers or mod-
els. Hence, the distributed agents can exchange models. Zhou
et al. [35] propose an algorithm for imbalanced intrusion data.
The algorithm involves the adjustments in computing the infor-
mation gain of each attribute, which achieves better precision in
classifying some rare classes than the classical decision tree al-
gorithm. The agent-based distributed IDS (DIDS) [36] includes
two components: agent nodes and a central node. DIDS uses
a clustering algorithm consisting of two parts. The first part is
based on a clustering technique [16] implemented in the agent
nodes to choose candidate anomalies. The other part installed
in the central node is in charge of choosing attacks from the
candidates. The algorithm employs an unsupervised clustering
technique and thus breaks the dependency on attack-free data.
Hu and Hu [37] call their detection system a “hybrid” one since

Fig. 1. Misuse detection framework.

their training data contain both normal and attack samples. The
labeled samples are fed to the system to train multiple “weak”
classifiers and a “strong” classifier.

Compared to the association-rules-based detection ap-
proaches [8], [19], [20], [39], the random forests algorithm
can process large data sets with many features more efficiently.
The volume of network traffic is huge, and network activities
are complex with many features. Therefore, this algorithm is
better suited for network intrusion detection. Our hybrid sys-
tem has two phases (online phase and offline phase) similar to
ADAM [8]. However, our system does not need attack-free data
to detect novel intrusions using the outlier detection. Attack-
free data are critical for ADAM. Due to the high complexity
of the outlier detection, our system detects anomalies in the of-
fline phase. ADAM can detect anomalies in the online phase.
Compared to MADAM ID [19], our system can detect known
intrusions in real time, but MADAM ID can detect intrusions
only in offline mode. Although MADAM ID uses data mining
techniques, it still has high reliance on expert knowledge.

Unlike JAM [20] and DIDS [36], our system employs a cen-
tralized architecture, in which all network packets are processed
in the hybrid system (a single central location). Thus, there is
no need to maintain separate agents scattered on the comput-
ers at each location. In our paper, we use unlabeled data in
the anomaly detection. However, our misuse detection model
still needs labeled data for building patterns. Using the same
data sets of [35], we also discuss the scenarios in dealing im-
balanced data. However, in our experiments, we make balanced
data for training by replicating the rare classes. Our experiments
demonstrate that the random forests algorithm not only achieves
preferable detection rate but also greatly reduces training time
using balanced data. Moreover, their work employs only a mis-
use detection technique that cannot detect unknown attacks.
However, we are also able to detect some ‘never-seen-before’
anomalies. Unlike [37], our hybrid system uses a supervised
random forests algorithm for misuse detection and an unsuper-
vised one for anomaly detection. Furthermore, our system can
automatically build known attack patterns from training data and
learn to build unknown patterns from unlabeled testing data.

III. MISUSE DETECTION

The proposed misuse detection framework (see Fig. 1) applies
data mining techniques to build patterns for network intrusion
detection. There are two phases in the framework: an offline
phase and an online phase. The system builds patterns of intru-
sions in the offline phase and detects intrusions in the online
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phase. In the offline phase, we feed a training dataset into the
pattern builder module that can build the patterns of intrusions.
The module employs the feature selection algorithm, handles
imbalanced intrusions, and builds the patterns by the random
forests algorithm with optimal parameters. After mining the
patterns for intrusions, the module outputs the patterns as the
input of the detector module. In the online phase, the system
captures the packets from network traffic. The features for each
connection are constructed by the preprocessors from the cap-
tured network traffic. Then, the detector module classifies the
connections as different intrusions or normal traffic using the
patterns built in the offline phase. Finally, the system raises an
alert when it detects any intrusion.

A. Optimization of Error Rate

The error rate of a forest depends on the correlation between
any two trees and the strength of each tree in the forest. In-
creasing the correlation increases the error rate of the forest.
The strength of a tree is determined by the error rate of the tree.
Increasing the strength decreases the error rate of the forest.
When the forest is growing, random features are selected at ran-
dom out of all the features in the training data. The best split on
these random features is used to split the node of the tree. The
number of random features (Mtry) is held constant. Reducing
(increasing) Mtry reduces (increases) both the correlation and
the strength. The number of features employed in splitting each
node for each tree is the primary tuning parameter (Mtry). To
improve the performance of the random forests algorithm, this
parameter should be optimized using training data. The mini-
mum error rate corresponds to the optimal value. Therefore, we
use the different values of Mtry to build the forests and eval-
uate the error rates of the forests. Then, we select the value
corresponding to the minimum error rate to build the pattern.

There are two ways to evaluate the error rate. One is to split
the dataset into training part and test part. We can employ the
training part to build the forest and then use the test part to
calculate the error rate. Another way is to use the oob (out of bag)
error estimate. Because the random forests algorithm calculates
the oob error during the training phase, we do not need to split
the training data. We choose the oob error estimate since it is
more effective by learning from the whole training dataset.

B. Minority Intrusions Detection

Intrusions are imbalanced. In other words, some intrusions
produce much more connections than others. The random
forests algorithm tries to minimize the overall error rate by
lowering the error rate on majority classes (e.g., majority
intrusions) while increasing the error rate of minority classes
(e.g., minority intrusions) [12]. However, the cost of damage
of minority intrusions is much higher than the damage cost
of majority intrusions. Thus, for imbalanced intrusions, we
need to improve the detection rate of minority intrusions while
maintaining a reasonable overall detection rate. There are two
solutions to deal with the imbalanced intrusions problem. One
is to set different weights for different intrusions. Minority
intrusions are assigned higher weights. Although the overall
error rate goes up, the error rate of minority intrusions is

reduced. The random forests algorithm supports this method
by changing the weight parameters. The other method is to use
sampling techniques: oversampling the minority intrusions and
downsampling the majority intrusions. Since the network traffic
is huge, downsampling the majority intrusions (e.g., normal
traffic and DoS) can speed up building the patterns significantly
by reducing the size of the datasets. Oversampling the minority
intrusions (e.g., user to root and remote to local) can raise their
weights to decrease their error rate. Therefore, we combine
oversampling and downsampling in our IDS to solve the
imbalanced intrusions problem instead of the first solution.

C. Feature Selection

The raw audit data of network traffic are not suitable for intru-
sion detection. Hence, feature construction is needed to extract a
set of features that can detect intrusions effectively. Usually, the
construction is based on each connection. Feature selection is
one of the critical steps in building IDSs. The number of intrinsic
features is fixed since the number depends on the information of
packet header. However, traffic features and content features can
be constructed using different methods. Hundreds of traffic and
content features can be designed, while only some of them are
essential for separating intrusions from normal traffic. Unessen-
tial features increase not only the computational cost but also the
error rate, especially for some algorithms that are sensitive to
the number of features. “Deciding upon the right set of features
is difficult and time consuming” [20]. Currently, features are de-
signed by security experts. Thus, we need an approach that can
automate the feature selection. We employ variable importance
calculated by the random forests algorithm in feature selection.
The features with higher value of variable importance have more
effect on classification. Therefore, we choose the features with
the higher value of variable importance in the IDS.

D. Experiments and Results

We use the KDD’99 dataset, which was preprocessed by ex-
tracting 41 features from the tcpdump data in the 1998 DARPA
datasets [3], [14]. It includes the full training set, the 10% train-
ing set, and the test set. The full training set has 4 898 431 con-
nections. In TCP, a connection is established before two hosts
on networks can communicate with each other. For UDP, each
connectionless packet is also treated as a connection. The 10%
training set has 494 020 connections containing all the minority
classes (U2R and R2L) of the full training set and part of the ma-
jority classes (normal, DoS, and probing). The test set contains
311 029 connections. It is just like downsampling the majority
classes such as normal, DoS, and probing. Hence, we use the
10% training dataset in our experiments. The task of the KDD’99
contest was to build a classifier capable of distinguishing be-
tween four kinds of intrusions and normal traffic numbered as
one of the five classes: normal, probe, DoS, U2R, and R2L.

1) Performance Comparison on Balanced and Imbalanced
Dataset: The original dataset (the 10% training set) is imbal-
anced (e.g., DoS has 391 458 connections but U2R has only 52
connections). To make a balanced training set, we downsam-
ple the Normal and DoS classes by randomly selecting 10%
of connections belonging to normal and DoS from the original
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TABLE I
PERFORMANCE ON THE BALANCED DATASET COMPARED

TO THE ORIGINAL DATASET

dataset. We also oversample U2R and R2L by replicating their
connections. The balanced training set with 60 620 connections
is much smaller than the original one.

The first experiment is to compare the performance of detec-
tion between the patterns built on the original training set and the
balanced training set with sampling. The experiment is carried
out by using the default values of the parameters for the random
forests algorithm in the Waikato environment for knowledge
analysis (WEKA) [5]: 66% samples as training data, 34% sam-
ples as test data, ten trees in the forest, and six random features
to split the nodes. The main objective of the experiment is to
compare the performance between the balanced and the original
datasets, but not to compare the effect of the parameters. As a
result, for the sake of convenience, we just use the default values
of the parameters for both datasets.

Table I lists overall error rate for classification, time to build
pattern, true positive rate for all the classes, and false positive
rate for the classes. It shows that the sampling techniques can
improve the performance, especially for the detection rate (true
positive rate) of the minority classes (U2R and R2L) and can
reduce the time to build the patterns dramatically.

2) Selection of Important Features: The second experiment
is to select the most important features. There are 41 features in
the KDD’99 dataset numbered from 1 to 41. We employ the fea-
ture selection algorithm supported by the random forests algo-
rithm to calculate the value of variable importance. To estimate
the importance of the variable m, the number of votes for the
correct class is counted using the oob cases in every tree. Then,
the number of the correct votes is counted again after randomly
permuting the values of variable m in the oob cases. The average
of the margin between these two numbers over all the trees in the
forest is the raw importance score for variable m. The raw score
is divided by its standard error to get a z-score, and the value of
variable importance is the negative z-score for variable m.

Fig. 2 plots the values of variable importance for all five cate-
gories, sorted in decreasing order. The figure shows the variable
importance values of the last three features (features 7, 20, and
21) are much less than the other values. Therefore, we select the

Fig. 2. Variable importance of the features.

rest of the 38 most important features to build the patterns for
intrusion detection. Feature 3 (service type such as http, telnet,
and ftp) is the most important feature to detect intrusions. It
means that the intrusions are sensitive to service type. Feature 7
(land) is used to indicate if a connection is from/to the same host.
According to the domain knowledge, it is the most discriminat-
ing feature for land attacks. However, land attacks cause DoS,
and they have much fewer connections than other types of DoS.
After downsampling the DoS attacks, the land attacks are al-
most excluded from the balanced dataset. Therefore, feature 7
is not important to improve the detection rate of DoS attacks.
Features 20 (number of outbound commands in an ftp session)
and 21 (hot login to indicate if it is a hot login) do not show any
variation for intrusion detection in the training set. The earlier
analysis suggests that the feature selection can help in choosing
features to detect intrusions without special domain knowledge.
However, the method heavily depends on training sets.

3) Parameter Optimization: To improve the detection rate,
we optimize the number of the random features (Mtry). We
build the forest with different Mtry (5, 10, 15, 20, 25, 30, 35,
and 38) over the balanced training set, and then plot the oob error
rate and the time to build the pattern corresponding to different
values for Mtry. As Fig. 3 shows, the oob error rate reaches the
minimum when Mtry is 15, 25, or 30. Besides, increasing Mtry
increases the time to build the pattern. Thus, we choose 15 as
the optimal value, which reaches the minimum of the oob error
rate and costs the least time among these three values.

4) Evaluation and Discussion: Different misclassifications
have different levels of consequences. For example, misclassify-
ing R2L as normal is more dangerous than misclassifying DoS
as normal. We use the cost matrix as Table II published in the
KDD’99 [14] to measure the damage of misclassification. Mij
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Fig. 3. Performance with different values for parameter Mtry of random
forests.

TABLE II
COST MATRIX [14]

denotes the number of samples in class i misclassified as class j,
and Cij indicates the corresponding cost in the cost matrix. Let
N be the total number of the samples. The cost that indicates
the average damage of misclassification for each connection is
computed as

cost =
∑

Mij × Cij

N
.

Similar to the KDD’99 contest, we evaluate our approach
with the same test dataset that contains 311 029 examples. We
carry out our experiment with 50 trees and 15 random fea-
tures (optimized in the previous experiments). First, we build
patterns on the balanced training set using all the 41 features.
Then, we build patterns using the 38 most important features.
The evaluation results of the patterns are reported in Table III
along with the best result of the KDD’99 contest. There were
24 participants in total in the KDD’99 contest [14]. The exper-
imental results show that our approach provides lower overall
error rate and cost compared to the best KDD’99 result even
without feature selection. The overall error rate is the ratio of
the misclassified connections to the total connections in the test
set. The results also show that the overall error rate, cost, and
time to build patterns is reduced by selecting the most important
features. Thus, feature selection can improve the performance
of intrusion detection.

IV. ANOMALY DETECTION

The proposed anomaly detection framework applies the ran-
dom forests algorithm to detect novel intrusions (see Fig. 4).
The IDS captures the network traffic and constructs dataset by
preprocessing. After that, service-based patterns are built over

TABLE III
PERFORMANCE COMPARISON ON THE KDD’99 DATASET

Fig. 4. Framework of the unsupervised anomaly IDS.

the dataset using the random forests algorithm. With the built
patterns, we can find the outliers related to each pattern. The
system raises alerts when any of the outliers are detected.

A. Building Patterns of Network Services

Network traffic can be categorized by services (e.g., http,
telnet, and ftp). Each network service has its own pattern. There-
fore, we can build patterns of network services using the random
forests algorithm. However, the algorithm is supervised, and we
need datasets labeled by network services. Since the informa-
tion of network services is in network packets, network traffic
can be labeled by the services automatically instead of time-
consuming manual processing. Actually, many datasets used to
evaluate IDSs can be labeled by network services with a little
effort. For example, one of the features in the KDD’99 dataset
is service type, which can be used as label.

Before building the patterns, we need to optimize the param-
eters of the random forests algorithm. The number of features
employed in splitting each node for each tree is the primary
tuning parameter (Mtry). Another parameter is the number of
trees in a forest. We use the dataset to find the optimal value of
the parameter Mtry and the number of the trees. The minimum
error rate corresponds to the optimal values. Therefore, we use
different values of Mtry and the number of trees to build the
forests, and evaluate the error rate of each forest. Then, we se-
lect the values corresponding to the minimum error rate to build
the service patterns.

B. Unsupervised Outlier Detection

There are two types of outliers detected here. The first type is
an activity that deviates significantly from the others in the same
network service. The second type is an activity whose pattern
belongs to the services other than their own service. For instance,
if an http activity is classified as an ftp service, the activity
will be determined as an outlier. The random forests algorithm
uses proximities to find the outliers whose proximities to all
other cases in the entire data are generally small [12]. Outlier-
ness indicates a degree of being an outlier. It can be calculated
over proximities. class(k) = j denotes that k belongs to class
j. prox(n, k) denotes the proximity between cases n and k. The
average proximity from case n in class j to case k (the rest of
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data in class j) is computed as

P (n) =
∑

class(k)=j

prox2(n, k).

N denotes the number of cases in the dataset. The raw outlier-
ness of case n is defined as

N

P (n)
.

The proximity is one of the most useful tools in the random
forests algorithm. After the forest is constructed, all cases in
the dataset are put down each tree in the forest. If cases k and
n are in the same leaf of a tree, their proximity is increased
by one. Finally, the proximities are normalized by dividing by
the number of the trees. For a dataset with N cases, the prox-
imities originally formed an N × N matrix. The complexity of
calculation is N × N . Datasets of network traffic are huge, so
the calculation needs a lot of memory and CPU time. To im-
prove the performance, we modify the algorithm to calculate
the proximities. As we mentioned before, if a service activity
is classified as another service, it will be determined as an out-
lier. Therefore, we do not care about the proximity between two
cases that belong to different services. Si denotes the number of
cases in service i, the complexity will be reduced to

∑
Si × Si

after the modification.
In each class, the median and the absolute deviation of all raw

outlier-ness are calculated. The median is subtracted from each
raw outlier-ness. The result of the subtraction is divided by the
absolute deviation to get the final outlier-ness. If the outlier-ness
of a case is large, the proximity is small, and the case is deter-
mined as an outlier. To detect outliers in a dataset of network
traffic, we build patterns of services over the dataset. Then, we
calculate the proximity and outlier-ness for each activity. An
activity that exceeds a specified threshold of outlier-ness will be
determined as an outlier.

C. Experiments and Results

For the experiments, we choose five most popular network
services: ftp, http, pop, smtp, and telnet. By selecting ftp, pop,
telnet, 5% http, and 10% smtp normal connections, we generate a
dataset called the normal dataset, which contains 47 426 normal
connections. Finally, by injecting anomalies from the pool of
attacks into the normal dataset, we generate four new datasets:
1%, 2%, 5%, and 10% datasets. 1% (2%, 5%, and 10%) dataset
means that 1% (2%, 5%, and 10%) of connections in the dataset
are attacks. We carry out the first experiment over the 1% attack
dataset in a similar way used in [16] and [21].

Fig. 5 plots the outlier-ness of the 1% attack dataset. The
IDS raises an alert if an outlier-ness of a connection exceeds a
specified threshold. We evaluate the performance of our system
by the detection rate and the false positive rate.

Fig. 6 plots receiver operating characteristic (ROC) curve to
show the relationship between the detection rates and the false
positive rates over the 1% attack dataset. The result indicates
that our system can achieve a high detection rate with a low false
positive rate. Compared to other unsupervised anomaly-based

Fig. 5. Outlier-ness of the 1% attack dataset.

Fig. 6. ROC curve for the 1% attack dataset.

TABLE IV
OPTIMAL PARAMETERS OF RANDOM FORESTS

systems [16], [21], our system has better performance over the
KDD’99 dataset while the false positive rate is low.

1) Detection Performance Over Different Datasets: To eval-
uate our system under different number of attacks, we carry out
the experiments over the 1%, 2%, 5%, and 10% attack datasets.
The optimal parameters for each dataset are listed in Table IV.
With the optimized parameters, we build the patterns of the
network services. Over the built patterns, the IDS calculates
the outlier-ness of each connection. Fig. 7 plots the ROCs for
each dataset. The result shows that the performance tends to be
reduced with the increasing number of attacks, and the perfor-
mance depends on the proportion of attacks in the datasets.

2) Detection Performance Over Minority Intrusions: Mi-
nority intrusions are more difficult to detect than majority intru-
sions. We evaluate the performance to detect minority intrusions
using outlier detection. The optimal value of Mtry is 5. Fig. 8
plots ROC curve to show the relationship between the detection
rates and the false positive rates over the minority attack dataset.
The result indicates that the detection rate of minority intrusions
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Fig. 7. ROC curves for different datasets.

Fig. 8. ROC curve for the minority attack dataset.

is lower than the experiments on the detection performance over
different datasets in the previous section. However, the result is
still impressive. The detection rate can reach 65% when the false
positive is 1%. In the KDD’99 contest, the detection rate of mi-
nority intrusion is much lower than that of majority intrusions
even using misuse detection [14].

V. HYBRID INTRUSION DETECTION

To address the problems of misuse and anomaly detection,
we can combine our proposed misuse and anomaly IDSs in
three ways: 1) anomaly detection followed by misuse detection;
2) misuse and anomaly detection in parallel; and 3) misuse
detection followed by anomaly detection.

Since our anomaly approach has better performance when
false positive rate is low, the third approach is more suitable
than the others (see Fig. 9). For the first approach, the anomaly
detection component should have very high detection rate. The
low false positive rate is not critical. The misuse detection com-
ponent needs the ability to identify false alarms to reduce the
overall false positive rate. The high complexity of our anomaly
detection does not match the high-speed detection performance
of our misuse detection. Thus, combining both the approaches

Fig. 9. Overview of the proposed hybrid detection approach.

in parallel makes real-time detection impossible. Moreover, the
experimental results in the anomaly detection show that the per-
formance tends to be reduced with increasing number of attack
connections. That is a problem of unsupervised systems. Some
attacks such as DoS attacks produce a large number of connec-
tions, which may undermine an unsupervised anomaly detection
system. To overcome the problem, we use the third approach.
By removing the known attacks through the misuse detection
first, the number of attacks can be reduced significantly in the
datasets fed for the unsupervised anomaly detection. Another
reason to use the third approach is that the misuse detection
by the random forests algorithm has high-speed performance.
Thus, the hybrid system can be used to detect known intrusions
in real time and to detect unknown intrusions offline. The low-
speed performance of the anomaly detection makes real-time
detection impossible using the first and second approaches.

A. Hybrid Detection Framework

The proposed hybrid system combines the misuse detection
component and the anomaly detection component, as shown
in Fig. 10. The figure also shows the details of each of the
components. There are two phases in the framework: an offline
phase and an online phase. The system can build patterns of
intrusions for the misuse detection component and can detect
unknown intrusions using the anomaly detection component in
the offline phase. It detects known intrusions using the misuse
detection component in the online phase. In the offline phase,
after preprocessing the training data, the preprocessed data are
stored in the training database. The intrusion pattern builder
module is trained from the data in the training database, and it
outputs patterns of intrusions to the misuse detector module. In
the online phase, network traffic is captured by the sensors and
fed to the misuse detector after being preprocessed. The misuse
detector raises an alarm to the misuse alarmer if any connection
matches an intrusion pattern. Then, the misuse alarmer delivers
alarms to security analysts. If the connection does not match any
intrusion pattern, it is sent to the anomaly database module that
stores data for the anomaly detection component. In the offline
phase, the system can detect novel intrusions using the anomaly
detection component. First, the service pattern builder module
retrieves data from the anomaly database to build patterns of
network services and outputs the built patterns to the outlier
detector module. The outlier detector retrieves the data from
the anomaly database and uses the outlier detection technique
to detect attacks. If it detects any attack, it raises alarms to the
anomaly alarmer module for security analysts. It can also store
the newly detected intrusions in the training database so that the
new intrusion patterns can be built for misuse detection.
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Fig. 10. Framework of the hybrid detection.

B. Experiments and Results

We again use the KDD’99 dataset to evaluate the hybrid ap-
proach. To calculate the detection rate and false positive rate
easily, we change the label to 1 or 0 (1 if connection is an intru-
sion; 0 otherwise) instead of the types. Then, we choose the five
most popular network services: ftp, http, pop, smtp, and telnet
to generate a training set that contains 16 919 connections with
downsampling normal connections. Similarly, we generate our
test set that contains 49 838 connections without downsampling
normal connections. The training set is used to build patterns
of intrusions or misuse detection, while the test set is used to
evaluate the hybrid approach.

To improve the performance of misuse detection, we employ
the feature selection algorithm to calculate the value of variable
importance over the training set. The result shows that the vari-
able importance of the last seven features (features 2, 7, 8, 9, 15,
20, and 21) are less significant than others. Therefore, we select
the 34 most important features to build patterns of intrusions.
We also optimize the parameters (Mtry and the number of trees)
of the random forests algorithm for the misuse detection. By
building patterns of intrusions with different Mtry (5, 10, 15,
20, 25, 30, and 34) and different number of trees (10, 15, 20,
25, 30, 35, 40, 45, and 50), we get the oob error rates for each
pattern. The minimum error rate corresponds to the optimized
parameters (the number of trees is 15; the value of Mtry is 34).
In misuse detection, with the optimized parameters, we build
the patterns of intrusions. With the built patterns, we use the
misuse approach to detecting intrusions over the test set. The
detection rate is 94.2%, and the false positive rate is 1.1%.

By excluding the detected intrusions from the test set, we
generate the anomaly test set. The anomaly test set is labeled
by the services. We optimize the parameters for the anomaly
detection over the anomaly test set. In anomaly detection, with

Fig. 11. Outlier-ness of the anomaly test set.

the optimized parameters (the number of trees is 35, the value
of Mtry is 34), we build the patterns of the services. With the
built patterns, we use the outlier detection approach to calculate
the outlier-ness of the connections in the anomaly test set. The
connections are sorted by outlier-ness in descending order. The
first 1% of the connections is determined as intrusions. We
choose 1% as the threshold so that the false positive rate of the
anomaly detection remains below 1%. Thirty connections are
identified as new intrusions.

Fig. 11 plots the outlier-ness. There are 411 attacks in the
anomaly set. The attacks are injected at the beginning of the
dataset. As shown in the figure, some intrusive connections have
much higher outlier-ness than the normal connections, but most
of them have much lower outlier-ness than the normal ones.
The explanation is that these intrusions are very similar to each
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other. They very likely fall into the same leaf of a tree built by the
random forests algorithm, so they have very low outlier-ness.

The experimental results show that the proposed hybrid ap-
proach can achieve high detection rate with low false positive
rate and can detect novel intrusions. The overall detection rate
of the hybrid system is 94.7%. The overall false positive rate is
2%. The result shows that the anomaly approach detects some
intrusions that are missed by the misuse approach.

VI. CONCLUSION AND FUTURE WORK

In this paper, we outline three data-mining-based frameworks
for network intrusion detection. We apply the random forests
algorithm in misuse, anomaly, and hybrid detection. To address
the problems of rule-based systems, we employ the random
forests algorithm to build patterns of intrusions. By learning
over training data, the random forests algorithm can build the
patterns automatically instead of coding rules manually. The
proposed approaches are implemented in Java program using
the WEKA environment [5] and the Fortran 77 program [2]. We
evaluate the implementations over different datasets obtained
from the KDD’99 datasets, and the experimental results show
that the performances of our approaches are better than the best
KDD’99 results.

In our misuse detection framework, patterns of intrusions are
built in the offline phase, and the system can automatically detect
intrusions in real time using the built patterns. To improve the
accuracy of the system, we use the feature selection algorithm
and optimize the parameters of the random forests algorithm.
We also use sampling techniques to increase the detection rate
of minority intrusions in the framework. Since the misuse detec-
tion cannot detect novel intrusions, we propose a new approach
in unsupervised anomaly detection. We apply the outlier de-
tection of the random forests algorithm in anomaly detection.
The outliers detected by the random forests algorithm are de-
termined as intrusions. Since the random forests algorithm is a
supervised data mining algorithm, it uses labeled training data
to build patterns. Therefore, our approach builds patterns of net-
work services. With the built patterns of services, the approach
determines the outliers related to the patterns as intrusions. The
approach breaks the dependency on attack-free training data,
which is the major problem of supervised anomaly detection.
To improve the performance of detecting outliers, we modify
the original outlier detection algorithm to reduce the complexity
of calculation. The results confirm that our approach achieves
higher detection rate when the false positive rate is low, com-
pared to the other reported unsupervised anomaly detection ap-
proaches. The results also show that the detection performance
tends to decrease with the increasing number of attack connec-
tions in a dataset. We also propose a new framework to combine
the misuse and the anomaly detection in which we apply the
random forests algorithm. In the hybrid framework, the misuse
detection is applied first to filter out the known intrusions from
the datasets entering the anomaly detection component. Hence,
the detection performance of the anomaly approach is improved.
The experimental evaluation on our hybrid approach indicates
that the proposed hybrid framework can achieve higher detec-

tion rate with low false positive rate in comparison with other
hybrid systems.

The hybrid technique has two limitations due to the shortcom-
ings of the proposed misuse and anomaly detection techniques.
First, the intrusions in a dataset need to be much less than nor-
mal data. The outlier detection only works when the majority
of data are normal. We use the misuse detection to filter out
known intrusions. However, this cannot guarantee that the ma-
jority of activities are normal after removing known intrusions.
For example, a new type of intrusion may produce large number
of connections, which cannot be filtered out by the misuse de-
tection. This could decrease the performance of the anomaly
detection. Moreover, it may undermine the hybrid system.
Second, some intrusions with high degree of similarity cannot
be detected as outliers by the anomaly detection.

In future, other data mining algorithms such as clustering
algorithm could be investigated to solve the earlier problems.
Besides, we will analyze datasets and intrusions to predict cer-
tain intrusions using the random forests algorithm. The random
forests algorithm has been successfully applied in various fields
to find patterns that are suitable for prediction in large volumes
of data. Basically, in intrusion prediction, we can predict a spe-
cific intrusion based on symptoms. There are some symptoms
(predictor) for some intrusions. For example, IP scan activity is
a predictor for worm propagation.
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